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Key points

* eMERGE has pioneered use of phenotyping in the EHR,
and is a model for other networks repurposing EHRs

* In general phenotype creation is still hard though has
accelerated some (el=14, e2=29, e3=27)

* PheKB has 154 mostly rule-based phenotypes, 75 have
(already) been attributed to eMERGE

* Use of common data models and phenotype
languages/models (OMOP, FHIR) should accelerate
phenotype translation across sites

* Machine learning represents an opportunity to
accelerated some but still require gold standard to train
and portability has not been as robustly demonstrated
as rule-based algorithms
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GWAS discovery in innovative phenotypes:
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Key points - 2

* There is a tradeoff: complicated phenotypes that
take more time vs. simpler algorithms we can
extend. Where is the greatest value for eMERGE?

* Multimodal phenotypes and use of text
records/NLP are a hallmark of many eMERGE
phenotypes

* Long history of phenotype innovation -
pharmacogenomic, longitudinal phenotypes, OCR,
portable NLP modules, KNIME, deeper
phenotyping, PheWAS, phenotype risk scores

* Where does sequencing take us for EHR utility?




